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Abstract—MU-MIMO beamforming is a key technology for 5G
and Next-G networks and it requires Channel State Information
(CSI). But in practice, CSI is bound to have uncertainty and
only limited data samples are available to derive a beamforming
solution. Further, an MU-MIMO beamforming solution must
be derived in a millisecond to be useful for 5G in real-time.
This paper addresses these issues by developing a real-time
beamforming solution with limited CSI data samples. We present
ReDBeam—a real-time data-driven beamforming solution for
MU-MIMO. The main contribution of ReDBeam is a parallel
algorithm and a GPU-based implementation that delivers an
MU-MIMO beamforming solution within 1 millisecond while
offering a probabilistic guarantee of data rates and minimizing
power consumption associated with the beamforming solution.
ReDBeam is purposefully designed to take advantage of the vast
parallel processing capability offered by Commercial Off-The-
Shelf (COTS) GPU. Through extensive experiments, we show
that ReDBeam can meet the 1 millisecond real-time requirement
and is orders of magnitude faster than other state-of-the-
art algorithms for the same problem. ReDBeam conclusively
demonstrates that MU-MIMO beamforming with a performance
guarantee can be achieved in real-time when using only limited
CSI data samples.

I. INTRODUCTION

MU-MIMO is becoming ubiquitous in 5G and next-G
networks because it is capable of increasing spectral efficiency
and enhancing connectivity [1]–[3]. In MU-MIMO, the Base
Station (BS) can transmit (or receive) different data streams to
(or from) multiple User Equipments (UEs) simultaneously on
the same spectrum [4]. Due to mutual interference among the
UEs’ data streams, beamforming is necessary to increase the
received signal power and suppress interference. It is well-
known that Channel State Information (CSI) is needed to
derive a beamforming solution that ensures transmit signals
are precoded in the correct directions.

There is a large body of works on MU-MIMO beamforming
that assumes CSI as a given constant (see, e.g., [5]–[7]).
However, such an assumption is unrealistic as there is always
some discrepancy between the obtained CSI and the actual
CSI. Such a discrepancy is due to a number of factors, such as
channel estimation errors [8], [9], limited feedback [10], [11],
and hardware imbalance [12], [13], among others. Therefore,
a practical MU-MIMO beamforming solution must address
uncertainty in CSI.

Among the existing works that have addressed CSI un-
certainty, they can be categorized into two branches: model-
based and data-driven approaches. Under the model-based
approach, CSI is assumed to follow or observe some known

distributions [14]–[18], channel statistics [19]–[21], or worst-
case boundaries [22], [23]. These works typically offer a neat
mathematical formulation and subsequently propose solutions
with certain performance guarantees. However, these works
are limited to their assumed models. With increased complex-
ity in the operating environments for 5G and next-G networks,
these assumed models are likely to lose their efficacy. On
the other hand, the data-driven approaches (a.k.a. model-free)
directly use CSI data samples to derive a beamforming solu-
tion. The prevailing examples of this approach are learning-
based solutions (see, e.g., [24]–[26]). Data-driven solutions are
highly adaptive to a wide range of scenarios and can easily
meet real-time requirements. The problems with this approach
are its requirement of a large amount of past CSI data samples
for training and a lack of theoretical performance guarantee.

Recently, a new approach called D2BF was proposed by
[27] that combines the strengths of both model-based and data-
driven approaches. Like the data-driven approaches, D2BF
works with CSI data samples to derive an MU-MIMO beam-
forming solution. But D2BF can directly work with limited
real-time CSI data samples without a complicated offline
training process. Another attractive feature of D2BF is that
it can offer probabilistic performance guarantees to the UEs
based on mathematical formulation and solutions, just like
model-based approaches (which cannot be offered by existing
data-driven approaches). The only limitation of D2BF is its
computational complexity, which cannot meet the stringent
real-time requirement. By “real-time”, we mean a beamform-
ing solution must be derived on the order of one Transmission
Time Interval (TTI) so that it can be used in time.

In this paper, we investigate this novel data-driven approach
in [27] and address the real-time challenge that has been
hindering its potentials. We consider the most common 5G-
NR numerology 0, which has a TTI of 1 ms [28]. Therefore,
we will use this 1 ms as the real-time requirement of our data-
driven MU-MIMO beamforming solution. The main contribu-
tions of this paper are summarized as the following:

• We address the key limitation in a novel data-driven
approach in [27] for MU-MIMO beamforming. This
approach is extremely appealing as it combines the best
features of state-of-the-art data-driven approaches (i.e.,
limited data samples) and model-based approaches (i.e.,
rigorous mathematical models, performance guarantees)
without their pitfalls (e.g., a training process in data-
driven approach and assumed channel knowledge in
model-based approach). The only limitation of this new



approach is how to make it work in real-time. It is
especially important to address this “real-time challenge”
for 5G and next-G networks, where the available time for
computation is limited to 1 ms.

• We proposed a novel solution called ReDBeam, for Real-
time Data-Driven Beamforming. The goals of RedBeam
are: (i) derive a beamforming solution within 1 ms and
(ii) minimize power consumption at the BS associated
with the beamforming solution while guaranteeing prob-
abilistic data rates for the UEs. ReDBeam is a parallel
algorithm and is purposefully designed to take advantage
of the vast parallel processing capability offered by
Commercial Off-The-Shelf (COTS) GPU. The main ideas
of ReDBeam are: (i) identify a promising subspace and
generate a large number of initial solutions within this
search space (ii) perform a local search for each initial
solution in parallel to ensure feasibility and minimum
power consumption, and (iii) choose the best feasible
solution as the final solution.

• We implement ReDBeam on an NVIDIA V100 GPU
hardware with CUDA programming and optimize our
hardware implementation to minimize the total time
consumption. Specifically, we implement ReDBeam in
three parts, with each part as a kernel consisting of many
small and independent steps to fit into the COTS GPU.
We optimize each kernel by properly allocating GPU
threads into thread blocks and efficiently choosing the
small steps for each GPU thread to minimize execution
time. To reduce memory access time, we use shared
memory inside each kernel to store the temporary results
and only use global memory to exchange results between
different kernels.

• Through extensive experiments, we show that ReDBeam
can meet the 1 ms timing requirement and this tim-
ing performance has effectively addressed the real-time
challenge associated with D2BF, which requires several
orders of magnitude more computation time. Further,
ReDBeam can guarantee probabilistic SINR thresholds
(equivalent to data rates) for the UEs and is very close
to D2BF while consuming only slightly more power
than D2BF. When compared to a model-based algorithm
(Gaussian Approximation), ReDBeam offers significantly
better performance in running time and power consump-
tion. Our successful implementation of RedBeam conclu-
sively demonstrates that MU-MIMO beamforming with
performance guarantee can be done in real-time using
limited CSI data samples.

II. SYSTEM MODEL AND MATHEMATICAL FORMULATION

In this section, we introduce our system model and formu-
late our optimization problem. Table I lists the notations used
in this paper.

A. MU-MIMO Beamforming

Figure 1 shows a 5G cell that employs MU-MIMO scheme
to serve a group of UEs. Denote M as the number of antennas
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Fig. 1. Downlink MU-MIMO in a 5G cell.
TABLE I

NOTATIONS

Symbol Definition
CM×1 The set of all complex M × 1 column vectors
G Number of RBGs
G The set of RBGs, i.e., G = {1, 2, · · · , G}
h(g,i) An M × 1 complex column vector including the

CSI from the BS to UE i on RBG g

ĥ(g,i)(n) The n-th data sample of h(g,i)

K Number of UEs
K The set of UEs, i.e., K = {1, 2, 3, · · · ,K}
Kg The subset of UEs from K scheduled on RBG g
|Kg | Number of UEs scheduled on RBG g
L Number of start points in ReDBeam
M Number of antennas at the BS
N Number of data samples for each h(g,i)

P max Maximum power budget of the BS on all RBGs
Phi

True but unknown distribution of h(g,i)

w(g,i) Beamforming vector for UE i on RBG g, an M × 1

complex column vector, i.e., wi ∈ CM×1

wℓ
(g,i)

Precoding vector for UE i in the ℓ-th start point
γi Actual SINR at UE i
γreq
i Required SINR threshold at UE i

ϵi Risk level for UE i
λℓ Scaling factor for the ℓ-th start point
σ2
i Power of the thermal noise at UE i

of the BS and denote K as the number of UEs. Denote
K = {1, 2, 3, · · · ,K} as the set of K UEs. Without loss of
generality, we assume that each UE only has one antenna. We
consider downlink in this work but the proposed solution can
be easily extended to the uplink case as well.

Following 5G terminology, the time domain and frequency
domain are slotted into Transmission Time Intervals (TTIs)
and sub-carriers. As defined in 5G-NR [28], 12 sub-carriers
in one TTI are called one Resource Block (RB). To reduce
the scheduling overhead, the BS can group multiple RBs into
an RB Group (RBG) and use RBG as the granularity for
scheduling. The number of RBs in one RBG can be 2, 4, 8 or
16 [29]. In Fig. 1, 64 RBs are grouped into 8 RBGs (with
8 RBs in an RBG). Each RBG serves a subset (multiple)
of UEs; each UE can receive from multiple RBGs. Denote
G = {1, 2, · · · , G} as the set of G RBGs at the BS. For RBG
g ∈ G, denote Kg as the subset of UEs that are selected to
receive data from RBG g. Similar to existing works (e.g., [15],
[16], [27]), we assume that Kg for each g is given a priori.

Based on the MU-MIMO scheme, UEs in Kg will simul-
taneously receive different data streams from the BS. So we
need to design a unique precoding vector for each active UE
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Fig. 2. Sliding window for CSI data samples.

on an RBG g. Denote w(g,i) (an M × 1 complex column
vector) as the precoding vector for UE i on RBG g. These
w(g,i)’s should be optimized by the BS before being applied to
the downlink transmission. Specifically, w(g,i) needs to satisfy
certain constraints or requirements, such as the BS’s total
power budget on all RBGs and UEs’ data rate requirements.
Optimizing w(g,i) requires knowledge of CSI from the BS
to the UEs. As discussed in Section I, channel uncertainty is
inevitable, thus CSI is intrinsically random. In this work, we
will show how to use a small amount of CSI data samples to
accomplish this big task.

B. CSI Data Samples from Sliding Window

Denote h(g,i) (an M × 1 complex column vector) as the
CSI from the BS to UE i on RBG g. In a real-world 5G cell,
such h(g,i)’s should be estimated during a channel sounding
process. Channel sounding can be performed on each RB,
then the estimated h(g,i) on the RBs from the recent time
slots can be collected as the data samples of h(g,i). That is, a
limited number of CSI data samples per h(g,i) are available.
Note that we do not require any other knowledge such as
distributions, which is a much stronger requirement and is
typically unavailable in practice.

Now we elaborate on how to obtain a limited number
of CSI data samples and perform MU-MIMO beamforming
using a sliding window mechanism. Figure 2 illustrates the
idea, where each small rectangle represents an RB and each
RBG consists of 8 RBs (i.e., G = 8). Each window covers
(N/G + 1) TTIs and has N + G RBs. We can estimate the
CSI from each UE on each RB, as is commonly assumed
in MU-MIMO beamforming literature [4], [5], [30]. So we
will use the N data samples collected in the most recent
N/G TTIs (green) to design precoding vectors for the G
RBs in the upcoming TTI (red). Given that these CSI samples
are from neighboring RBs (either in frequency or TTIs), we
assume the CSI in two neighboring windows follows the same
(unknown) distribution. We will design beamforming vectors
w(g,i) solely based on these N CSI data samples. Under the
sliding window mechanism shown in Fig. 2, we need to design
an MU-MIMO beamforming solution within one TTI. Under

the most common 5G numerology 0, one TTI is 1 ms, so
we must obtain the precoding vectors within 1 ms. This is
the real-time requirement for our MU-MIMO beamforming
problem.

For our MU-MIMO beamforming problem, we use a small
N , typically on the order of tens. When N becomes larger
(more CSI data samples), we would expect a more accurate
channel. But it also increases complexity (due to a larger prob-
lem size of MU-MIMO beamforming) with likely marginal
improvement. On the other hand, when N becomes smaller,
we may not have sufficient CSI data samples to address
channel uncertainty in MU-MIMO beamforming and will
likely experience poor performance. So the goal is to use
the smallest possible N to design a real-time MU-MIMO
beamforming solution (in 1 ms) so that the UEs’ data rate
requirements can be met. We note that this sliding window is
a general form of the widely used “block-fading” model [31],
where CSI is assumed to be constant on each block (a group of
RBs) but is completely independent on different blocks. The
main difference here is that the CSI is a random variable in
our setting and we have no prior knowledge of its distribution.

Denote Ph(g,i)
as the probability density function (PDF) of

the unknown distribution of h(g,i), i.e., h(g,i) ∼ Ph(g,i)
. Then

we have the N data samples of h(g,i) drawn from the unknown
distribution Ph(g,i)

. We denote this knowledge as:

Unknown distribution: h(g,i) ∼ Ph(g,i)
, N samples . (1)

C. Problem Formulation

We consider two requirements for the precoding vectors
w(g,i). The first is the power budget. Denote P max as the power
budget at the BS. Then the total transmission power from the
BS over all RBGs (to all UEs) cannot exceed P max, i.e.,∑

g∈G

∑
i∈Kg

||w(g,i)||22 ≤ P max , (2)

where || · ||2 is the L2-norm.
The second is on UE’s service requirement and we assume

each UE has a data rate requirement. Meeting this data rate
requirement is equivalent to meeting an SINR threshold [16]
for the given RBG bandwidth. When a UE receives data from
multiple RBGs, it must use the same Modulation and Coding
Scheme (MCS) on all its allocated RBGs per 5G standards
[29]. So it must use the same SINR threshold on all its RBGs.
Denote γ req

i as the SINR threshold for UE i, which is a given
constant for each MU-MIMO beamforming instance. Denote
γ(g,i) as the actual SINR at UE i, which depends on the
uncertain CSI h(g,i) and the precoding vectors w(g,i):

γ(g,i) =
|(w(g,i))

Hh(g,i)|2∑k ̸=i
k∈Kg

|(w(g,k))Hh(g,i)|2 + σ2
i

(i ∈ Kg, g ∈ G) ,

(3)
where (·)H denotes conjugate transpose. σ2

i is the power of
thermal noise at UE i.

Due to channel uncertainty, the CSI h(g,i)’s should be
modeled as random variables (based on N data samples).
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Consequently, the actual SINRs γ(g,i) are also random vari-
ables. To cope with such randomness, we employ probabilistic
constraint for γ(g,i) as follows:

P
{
γ(g,i) ≥ γ req

i

}
≥ 1− ϵi (i ∈ Kg, g ∈ G) , (4)

where P{·} denotes the probability function, ϵi is called risk
level and is the upper bound of γ req

i violation probability for
UE i. Constraints (4) state that the actual SINR γ(g,i) on RBG
g should be greater or equal than the required SINR threshold
γ req
i with a probability at least 1 − ϵi. Clearly, a larger ϵi

means a higher tolerance of SINR threshold violation and a
larger optimization space. In the special case when ϵi = 0,
constraints (4) become deterministic as γ(g,i) ≥ γ req

i always
holds.

Substituting (3) into (4), we have

P

{
|(w(g,i))

Hh(g,i)|2

γ req
i

−
k ̸=i∑
k∈Kg

|(w(g,k))
Hh(g,i)|2 ≥ σ2

i

}
≥ 1− ϵi (i ∈ Kg, g ∈ G) .

(5)

In this work, we are interested in minimizing the BS’s power
consumption while meeting the UEs’ probabilistic data rate
requirements. Our problem can be stated as follows:

(P1) min
w(g,i)

∑
g∈G

∑
i∈Kg

||w(g,i)||22

s.t. BS power budget (2) ,
Probabilistic SINR guarantees (5) ,
CSI data samples with unknown distribution (1) ,

w(g,i) ∈ CM×1 ,

where CM×1 is the set of all complex M ×1 column vectors.
Since P1 is a chance-constrained program, we will first

reformulate it into a deterministic optimization problem. The
reformulation of P1 mainly focuses on the probabilistic SINR
guarantees (5) using N CSI data samples (1). In [27], the
authors showed that P1 can be decomposed into G parallel
subproblems, where each subproblem corresponds to MU-
MIMO beamforming on one RBG. Then each subproblem
can be equivalently reformulated into a deterministic problem
based on the empirical distribution of h(g,i) from its N data
samples using ∞-Wasserstein ambiguity set [32]. Figure 3
shows how we can recover the solution to P1 after we solve all
subproblems. This solution recovery process in Figure 3 does
not introduce relaxation errors and has negligible computation
efforts (a summation of G real numbers and a comparison with
P max). Therefore, we only need to solve the G subproblems.

Since the G subproblems are independent and can be solved
in parallel, we will develop a solution to solve one subproblem
w.r.t. g (g ∈ G), given as:

(P2) min
w(g,i)

∑
i∈Kg

||w(g,i)||22

s.t.
1

N
·

N∑
n=1

I
{
f̂
(
w(g,i), ĥ(g,i)(n)

)
≥ σ2

i

}
≥ 1− ϵi (i ∈ Kg) ,

w(g,i) ∈ CM×1 (i ∈ Kg) ,

where f̂
(
w(g,i), ĥ(g,i)(n)

)
is defined as

f̂
(
w(g,i), ĥ(g,i)(n)

)
={

min
ci

( |(w(g,i))
Hci|2

γ req
i

−
k ̸=i∑
k∈Kg

|(w(g,k))
Hci|2

)
s.t. ||ci − ĥ(g,i)(n)||2 ≤ θ(g,i) , ci ∈ CM×1

} (6)

In P2, ĥ(g,i)(n) is the n-th data sample of h(g,i), I(·) is the
indicator function, and θ(g,i) is a small constant that represents
the search space (distance) of ci around each CSI data sample
[27], [32], [33]. Intuitively, θ(g,i) should be larger when N
CSI data samples deviate further from the true (but unknown)
distribution. We will show a simple approach to set θ(g,i) based
on the N CSI data samples of the current window in Section V.
Note that the unknown CSI h(g,i) in P1 has been replaced by
N CSI data sample ĥ(g,i)(n) in P2. Thus, P2 is a deterministic
optimization problem.
Technical Challenges P2 has an interesting mathematical
structure. In P2, an optimization problem is nested within the
constraint, through the calculation of f̂

(
w(g,i), ĥ(g,i)(n)

)
. It

is a non-convex Quadratically Constrained Quadratic Program
(QCQP). For a given w(g,i), we need to solve this QCQP
by finding an optimal ci that minimizes the difference be-
tween two terms. Note that there are a total of |Kg| · N
f̂(w(g,i), ĥ(g,i)(n)) in P2 where |Kg| is the number of UEs
served on RBG g. Then we plug these |Kg|·N objective values
into the first set of constraints with indicator functions I(·) to
check whether the given w(g,i) is a feasible solution to P2 or
not. That is, checking the feasibility for a given w(g,i) requires
solving |Kg| ·N non-convex QCQPs.

Second, it is not clear how to optimize w(g,i) considering
the complicated mathematical structures of P2. Iterative algo-
rithms for MU-MIMO (e.g., [5], [6], [27]) require substantial
computation time and cannot meet our real-time requirement
(1 ms). In contrast, the goal of this paper is to develop a real-
time solution with low complexity that sufficiently explores the
search space for w(g,i) (all M × 1 complex column vectors).

III. REDBEAM: REAL-TIME DATA-DRIVEN
BEAMFORMING

In this section, we present ReDBeam—a Real-time Data-
Driven Beamforming solution to P2. In Section IV, we present
a GPU implementation of ReDBeam.
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By design, ReDBeam is a parallel algorithm that is suitable
for implementation on COTS GPU. Figure 4 shows the three
key steps of ReDBeam. First, it generates a sufficiently large
number (denoted as L) of initial solutions in a promising
search space. We call the search space “promising” because it
is generated as a cone based on Zero-Forcing (ZF) precoding
of the CSI data samples. Clearly, there is no guarantee of
feasibility or good performance for any of these L initial
solutions. So in the second step, we employ a scaling-based
local search to find feasible solutions based on these L initial
solutions. Then in the final step, we find the best feasible
solution by comparing their achieved objective values. The
one with the minimum objective value will be chosen as our
solution to P2. Although the main idea of ReDBeam is easy to
understand, how to do the first and second steps is non-trivial.

A. Generating A Population of Initial Solutions

In this step, we generate a sufficiently large number (L)
of initial solutions within a promising search space. The
“promising search space” is a subspace formed by some basis
vectors and it should contain many feasible beamforming
vectors with satisfactory performance. It is possible that the
optimal beamforming solution falls outside of this search space
but it is not a big issue, as long as we can find a good solution
within this space.
A Promising Search Space For ease of exposition, we drop
the subscript g when there is no confusion. The original search
space for wi is CM×1, which is too large. To narrow down
this search space, we observe that a promising direction for
wi ∈ CM×1 should increase the received power and suppress
the received interference for UE i. Based on this observation,
we identify a promising search space to be a cone whose
basis vectors are derived from ZF precoding based on CSI
data samples. ZF precoding is widely used in practice due to
its low complexity and good performance [30].

Denote these N basis vectors as vi(n), n = 1, 2, · · · , N .
Each vi(n) is an M × 1 complex column vector, which is the
ZF precoding vector for UE i under the n-th CSI data sample.
For a given n, the calculation of vi(n), i ∈ Kg is based on the
CSI data samples ĥi(n), i ∈ Kg , i.e., the CSI data samples
from the UEs in Kg . Define an M × |Kg| matrix Ĥ(n) as:

Ĥ(n) =
[
ĥ1(n) ĥ2(n) · · · ĥ|Kg|(n)

]
,

where the i-th column of Ĥ(n) is the CSI data sample for UE
i. We can calculate the ZF precoding vectors vi(n)’s based
on Ĥ(n) following the deterministic CSI model. Since there
are N Ĥ(n)’s, we can calculate the ZF precoding vectors for
each Ĥ(n) in parallel for n = 1, 2, · · · , N .

In ZF precoding, vi(n) is related to the Moore-Penrose
pseudo-inverse of Ĥ(n). Due to the zero interference prop-
erty of ZF precoding, the received SINR at UE i is
|
(
vi(n)

)H
ĥi(n)|2/σ2

i and we would like it to be no smaller
than the SINR threshold γ req

i . Denote a |Kg| × M complex
matrix Ĥ(n)† as the Moore-Penrose pseudo-inverse of Ĥ(n).
Denote ui(n), a M×1 complex column vector, as the complex
conjugate of the i-th row of Ĥ(n)†, i.e.,

Ĥ(n)† =
[
u1(n) u2(n) · · · u|Kg|(n)

]H
.

Therefore, based on the fact that
(
ui(n)

)H
ĥi(n) = 1, vi(n)

is given as:

vi(n) = σi

√
γ req
i · ui(n) (i ∈ Kg, n = 1, 2, · · · , N) , (7)

which means that vi(n) follows the same direction as ui(n).
Clearly, the main computation complexity for calculating

vi(n) in (7) is the calculation of Ĥ(n)†. There are many exist-
ing methods to calculate Ĥ(n)† and in ReDBeam, we calculate
Ĥ(n)† based on QR decomposition and forward/backward
substitutions since some computations in this approach can
be done in parallel [34].

After calculating (7), we have N sets of precoding vectors.
We define a cone formed by these N precoding vectors, in
which we will search for wi, i.e.,

wi ∈
{
e : e =

N∑
n=1

αi(n)vi(n), αi(n) ≥ 0
}

(i ∈ Kg) , (8)

where each vector inside this cone is a linear combination of
the N basis vectors with αi(n) ≥ 0, i ∈ Kg .
Sampling Now we have a promising search space for wi but
it still contains an infinite number of complex M × 1 column
vectors. To further narrow down the search space, we generate
L initial solutions (through sampling) inside this cone.

Denote the ℓ-th initial solution as zℓi where ℓ =
1, 2, 3, · · · , L. To generate zℓi , we choose each coefficient
αℓ
i(n), n = 1, 2, · · · , N in (8) following a uniform distribution

between [0, 1]. Then we scale the αℓ
i(n)’s proportionally so

that their sum is normalized to 1, i.e.,
∑N

n=1 α
ℓ
i(n) = 1. This

means each initial solution zℓi =
∑N

n=1 α
ℓ
i(n)vi(n). Clearly,

finding the L initial solutions can be done in parallel since
they are independent of each other.

B. Finding Good Solutions via Local Search

Now we have L initial solutions zℓi , ℓ = 1, 2, · · · , L, i ∈ Kg .
However, these L initial solutions neither guarantee feasibility
nor good performance. So we will perform a local search on
each of these L initial solutions so that i) each new solution
is feasible (if possible), and ii) the objective function of P2 is
minimized.



Main Idea With 1 ms real-time requirement, the local search
must be simple and fast, with as few steps as possible. With
this in mind, we limit our local search only to the scaling of the
length (or norm) of zℓi , i.e., without creating new directions.
Denote wℓ

i as the solution for P2 after scaling of zℓi . For each
initial solution zℓi , i ∈ Kg , ℓ = 1, 2, · · · , L, we scale it with a
factor of λℓ > 0 uniformly for all i ∈ Kg to obtain wℓ

i , i.e.,

wℓ
i = λℓ · zℓi (i ∈ Kg) . (9)

With the scaling in (9), the objective function of P2 be-
comes

∑
i∈Kg

||λℓ ·zℓi ||22, which is (λℓ)2 ·
∑

i∈Kg
||zℓi ||22. Since∑

i∈Kg
||zℓi ||22 is a constant when zℓi ’s are given, the objective

of P2 can be replaced by min λℓ. Further, based on the
definition of f̂(wℓ

i , ĥi(n)) in P2, we have

f̂(wℓ
i , ĥi(n)) = f̂(λℓzℓi , ĥi(n)) = (λℓ)2f̂

(
zℓi , ĥi(n)

)
. (10)

Therefore, with given zℓi ’s, we can rewrite P2 as follows:

(P3) min λℓ

s.t.
N∑

n=1

I
{
(λℓ)2f̂

(
zℓi , ĥi(n)

)
≥ σ2

i

}
≥ N · (1− ϵi) (i ∈ Kg) ,

Definition of f̂
(
zℓi , ĥi(n)

)
in (6), λℓ > 0 .

Clearly, the main difficulty of P3 is f̂
(
zℓi , ĥi(n)

)
, which

involves non-convex QCQPs as defined in (6). In the following
paragraphs, we first show how to calculate f̂

(
zℓi , ĥi(n)

)
. Then

we show how to find λℓ in P3.
Calculation of f̂

(
zℓi , ĥi(n)

)
In P3, there are N · |Kg|

terms of f̂
(
zℓi , ĥi(n)

)
’s. Since these terms are independent

of each other, we can solve them in parallel. Based on (6), for
a specific f̂

(
zℓi , ĥi(n)

)
, we need to solve

(P4) min
ci

( |(zℓi)Hci|2

γ req
i

−
k ̸=i∑
k∈Kg

|(zℓk)Hci|2
)

s.t. ||ci − ĥi(n)||2 ≤ θi .

Unfortunately, P4 is a non-convex QCQP [35], which is NP-
hard in general. Therefore, we will find a lower bound for the
optimal objective value of P4 and use it for f̂

(
zℓi , ĥi(n)

)
in P3.

This will lead to a slightly larger λℓ in the objective value in
P3. Nevertheless, all constraints will remain satisfied except
the objective (power consumption) may be slightly higher,
which is the nature of a satisfactory solution.

To obtain a lower bound for P4, we relax its objective
function by separating the |Kg| terms, i.e.,

min
ci

|(zℓi)Hci|2

γ req
i

−
k ̸=i∑
k∈Kg

max
ci

|(zℓk)Hci|2 (11)

The gap of this lower bound depends on the parameters
zℓi , i ∈ Kg and ĥi(n). Note that the first term is related to the
received signal while the other (|Kg| − 1) terms are related to
interference. Since the initial solution zℓi is chosen from our
promising space based on ZF precoding, the interference terms

are usually small. Given that |Kg| (number of UEs per RBG)
is typically 2 ∼ 4, the terms in the summation are small.

Based on the |Kg| terms in (11), P4 can be decomposed
into two sets of independent optimization problems P4-A and
P4-B as follows:

(P4-A) min
ci

|(zℓi)Hci|2

γ req
i

s.t. ||ci − ĥi(n)||2 ≤ θi ,

and for k ∈ Kg, k ̸= i,

(P4-B) max
ci

|(zℓk)Hci|2

s.t. ||ci − ĥi(n)||2 ≤ θi .

Both (P4-A) and (P4-B) have only one decision variable
term in their objective functions and have closed-form solu-
tions. Denote dℓi(n) as the optimal objective for (P4-A) and
dℓk(n), k ∈ Kg, k ̸= i as the the optimal objective for (P4-B)
respectively. Then dℓi(n) and dℓk(n), k ∈ Kg, k ̸= i are given
as follows:

dℓi(n) =
1

γ req
i

(
max

{
0,
(
|(zℓi)H ĥi(n)| − θi · ||zℓi ||2

)2})
,

dℓk(n) =
(
|(zℓk)H ĥi(n)|+ θi · ||zℓk||2

)2
(k ∈ Kg, k ̸= i) .

Clearly, dℓi(n) and dℓk(n) can be calculated in parallel. There-
fore, we obtain a lower bound for P4’s objective function (i.e.,
f̂
(
zℓi , ĥi(n)

)
) as follows:

dℓi(n)−
k ̸=i∑
k∈Kg

dℓk(n) (i ∈ Kg, n = 1, 2, · · · , N) . (12)

Solution to P3 Substituting f̂
(
zℓi , ĥi(n)

)
with the lower

bound in (12), we can rewrite the constraints in P3 as

N∑
n=1

I
{
(λℓ)2

(
dℓi(n)−

k ̸=i∑
k∈Kg

dℓk(n)
)
≥ σ2

i

}
≥ N · (1− ϵi)

(i ∈ Kg) .
(13)

There are |Kg| constraints in (13). Denote βℓ
i as the minimum

λl to satisfy the i-th constraint of (13). βℓ
i can be easily found

by sorting N real numbers in non-decreasing order and set βℓ
i

as the (1− ϵi)-quantile, i.e., the ⌈N · (1− ϵi)⌉-th element after
sorting. Specifically, there are two cases:
i) If for all i ∈ Kg ,

(
dℓi(n)−

∑k ̸=i
k∈Kg

dℓk(n)
)
> 0 holds for at

least ⌈N · (1 − ϵi)⌉ CSI data samples, then βℓ
i is a positive

number. To satisfy all constraints in (13), we simply set λℓ as

λℓ = max
i∈Kg

βℓ
i . (14)

Using λℓ from (14) to (9), we have a feasible solution as

wℓ
i =

(
max
i∈Kg

βℓ
i

)
·

N∑
n=1

αℓ
i(n)vi(n) (i ∈ Kg) . (15)

ii) Otherwise, i.e., for some i ∈ Kg ,(
dℓi(n)−

∑k ̸=i
k∈Kg

dℓk(n)
)

≤ 0 holds for at least ⌈N · ϵi⌉
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(b) Beamforming on an RBG

Fig. 5. A GPU Implementation of ReDBeam.

CSI data samples, then both βℓ
i and λℓ do not exist as there

is no feasible solution to (13) under this initial solution zℓi .
We can simply drop this initial solution zℓi .

C. Finding the Final Solution

After the local search, we have at most L feasible solutions,
we can calculate their objectives (i.e.,

∑
i∈Kg

||wℓ
i ||22) in par-

allel. Then we compare these objectives and find the one with
the smallest objective (since P2 is a minimization problem).
The feasible solution wℓ

i associated with this smallest objective
value is our final solution to P2 on RBG g.

IV. GPU IMPLEMENTATION

In this section, we present a GPU implementation of ReD-
Beam. The goal is to ensure the running time of ReDBeam is
within 1 ms time requirement.

A. Overview

We choose GPU to implement our proposed ReDBeam due
to its massive parallel computing capability. A flow chart of
our GPU Implementation of ReDBeam is given in Fig. 5(a). It
consists of two data transfers and one algorithm execution. All
three parts count toward the total time consumption. These two
data transfers are necessary since we are using a COTS GPU.
To reduce these data transfer times, we use asynchronous data
transfer between CPU and GPU. We also overlap data transfers
and kernel executions between different streams [36] .

In Fig. 5(a), there are G streams and each stream calculates
the beamforming solution on a specific RBG and is indepen-
dent of other streams. The details of each stream are given

in Fig. 5(b), which corresponds to a P2 instance. We design
three kernels and kernel 2 is most involved—it generates an
initial solution zℓi and immediately performs the local search
to obtain wℓ

i , which reduces the overall time consumption.
To meet the real-time requirement (1 ms), we need to

efficiently allocate the available resources on a GPU, such as
threads for computation and memory for data storage. A thread
is the minimum processing unit for algorithm execution and
threads are grouped into thread blocks to execute kernels. Each
thread block will be allocated to a Streaming Multiprocessor
(SM) for execution and the number of SMs depends on the
COTS GPU hardware, e.g., 80 in our NVIDIA V100 GPU.
Threads can run in parallel or sequence and we need to
properly program the operations of the threads to correctly
execute ReDBeam while reducing the execution time.

Further, optimizing memory management can reduce mem-
ory access time. In our GPU implementation, we mainly use
global memory and shared memory. Global memory has a
large volume (e.g., several gigabytes) and can exchange data
with external platforms (i.e., CPU or other GPUs) while shared
memory has a faster access time but a smaller volume (e.g., 48
kilobytes per SM in our NVIDIA V100 GPU) and no external
access outside of a thread block. Thus, shared memory is more
suitable for repeatedly accessed data.

B. Details of Three Kernels

As shown in Fig. 5(b), there are three kernels in our
implementation. Each kernel reads data from GPU global
memory, processes the data, and then stores the results back
in the GPU global memory for later use.
Kernel 1 Kernel 1 is for the calculation of ZF precoding
vectors vi(n) based on CSI data samples ĥi(n), i ∈ Kg ,
n = 1, 2, · · · , N . Since there are N sets of CSI data samples,
we need to calculate N sets of ZF precoding vectors in
parallel. Calculating one set of ZF precoding vectors only
requires M |Kg| threads, which can be smaller than the number
of threads on an SM. For example, we use M = 8 and
|Kg| = 2 in our case study. Then M |Kg| = 16, which is
smaller than the number of threads per SM in our NVIDIA
V100 GPU. This means some of the threads will be idle. To
maximize the parallel computing capability of a GPU so that
all threads on an SM are utilized, we will use one thread
block to calculate multiple sets of ZF precoding vectors. In
our GPU implementation, each thread block calculates 4 sets
of ZF precoding vectors using 4M |Kg| threads1.

To further reduce the time consumption, we will enhance
parallelization when calculating each set of ZF precoding
vectors based on QR decomposition, forward/backward sub-
stitutions, and (7). For instance, we need to perform QR
decomposition of Ĥ(n) (an M × |Kg| complex matrix) that
requires the calculation of an M × |Kg| complex upper
triangular matrix R(n). With the help of M |Kg| threads,
we can calculate each column of R(n) at the same time

1This number of ZF precoding vectors per thread block can be easily
changed by operators based on network size.



instead of calculating the elements of R(n) sequentially,
which reduces the number of iterations and leads to a smaller
time consumption. Similar ideas of parallelization are also
applied to the forward/backward substitution and (7).

In terms of memory management, all temporary results such
as R(n) are stored in the shared memory to reduce memory
access time since they are frequently used in kernel 1 but are
not needed in other kernels. The ZF precoding vectors vi(n)
will be stored to the GPU global memory for later use.
Kernel 2 Each kernel 2 generates an initial solution zℓi from
(8), finds the scaling factor λℓ by (14) and applies λℓ to obtain
wℓ

i = λℓ ·zℓi by (9). Since there are L initial solutions, we use
L thread blocks and each thread block has N |Kg| threads.

The core step of generating an initial solution is to calculate
|Kg|M sums of N complex numbers with randomly generated
αi(n). Note that the promising search space (8) will be
implicitly included during this process. A common technique
to reduce execution time in GPU implementation is parallel
reduction, which is suitable for comparison or summation over
a large number of terms [37]. For a sum of N numbers,
we need log2(N) iterations and N/2 threads. Since timing
is our main concern while we have sufficient threads on GPU,
we employ parallel reduction technique to calculate an initial
solution zℓi , i ∈ Kg .

For the lower bounds in (12), we need to calculate N |Kg|2
times of multiplication of two M × 1 complex vectors in the
form of (zℓk)

H · ĥi(n). So each thread will compute one such
term and N |Kg| terms can be calculated at the same time,
which is an advantage of GPU parallelization compared to
sequential processing. Then we can easily calculate dℓi(n) −∑k ̸=i

k∈Kg
dℓk(n) based on (12).

To find λℓ, we can directly sort N numbers and then check
the sorted numbers to see whether we employ (15) to obtain
wℓ

i or drop this initial solution zi. Specifically, we need to
perform |Kg| times of sorting of N real numbers. We employ a
parallel sorting algorithm called odd-even sorting, which uses
⌊N/2⌋ threads and N iterations to sort N numbers. Then λℓ

can be easily found by comparing |Kg| real numbers or we
declare it does not exist.

If λℓ is found, we only need to multiply a real number
λℓ to |Kg| M × 1 complex vectors zℓi , i ∈ Kg . To reduce
computation time, we use 2M |Kg| threads,2 where the first
|Kg|M threads are for the real part of wℓ

i , i ∈ Kg and the
remaining |Kg|M threads are for the imaginary part of wℓ

i ,
i ∈ Kg . Then we can calculate the objective of this feasible
solution using parallel reduction.

Since we use one thread block to generate an initial solution
and perform the local search in ReDBeam, each thread block
only takes vi(n) as input and outputs a feasible solution wℓ

i ,
i ∈ Kg or declare infeasible of its initial solution. To reduce
memory access time, all intermediate results in kernel 2 are
stored in the shared memory, which includes zℓi , d

ℓ
i(n), d

ℓ
k(n),

βℓ
i , and λℓ. The output from L thread blocks has at most

2For our problem, we typically have N |Kg |2 > 2M |Kg |. So there are
sufficient threads in each thread block.
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Fig. 6. Topology of a 5G cell with 30 UEs.

L feasible solutions wℓ
i , i ∈ Kg , and their objective values,

which will be stored to GPU global memory.
Kernel 3 The goal of kernel 3 is to find the best feasible
solution for a P2 instance, which requires a comparison among
at most L objective values (real numbers). Based on parallel
reduction, we use 1 thread block with ⌈L/2⌉ threads to
compare these L objective values. Since L is a large number
and the objective values will be frequently accessed during
comparisons, we first copy the objective values from GPU
global memory to the shared memory before we perform
parallel reduction. After comparison, the best feasible solution
is identified and transferred to the CPU memory.

V. EXPERIMENTAL RESULTS

In this section, we evaluate the performance of ReDBeam.
We implement ReDBeam using CUDA 11.2 Toolkit on an
NVIDIA Tesla V100, which has 5120 CUDA cores. We will
focus on ReDBeam’s running time and performance.

A. Parameter Settings

We consider a 5G cell with a 500-meter radius with a
topology shown in Fig. 6. There are K = 30 UEs randomly
distributed inside the cell. We assume the BS has 8 antennas
(i.e., M = 8). Following Fig. 1, the BS has G = 8 RBGs
and each RBG consists of 8 RBs. Under 5G numerology 0,
the sub-carrier spacing is set to 15 kHz [28]. We set the
number of UEs per RBG |Kg| = 2. The BS has a power
budget P max = 46 dBm for all 8 RBGs and the thermal noise
σ2
i is set to −150 dBm/Hz for all UEs. For the required

SINR threshold γ req
i , we set it according to Shannon Theorem,

(500/si) = log2(1 + γ req
i ), where 500 is the cell radius and

si is the distance between UE i and the BS (both in meters)
[38], which means γ req

i = 2(500/si)− 1. Further, we found that
it is sufficient to set L = 650 (number of initial solutions) in
ReDBeam for our setting.

For the wireless channel, we consider the path-loss model
and fast fading. Note that the channel model described here
is used only for generating parameters in our numerical
studies. ReDBeam only relies on the CSI data samples and
is blindfolded to any knowledge of distribution information.
The path-loss between UE i and the BS is modeled by
PLi = 38 + 30× log10(si) (in dB) [39]. For fast fading, we
employ Rician fading with a 10 dB Rician factor [40], which
is a common model for correlated RBs. In addition to the
channel variation, we also need to include the CSI estimation
errors during the collection of CSI data samples. Therefore, we
employ a truncated Gaussian distribution to simulate the CSI
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Fig. 7. Impact of ρ and N when M = 8, |Kg | = 2.

estimation errors [13], [14]. Specifically, we use 0 as the mean
and 0.1 as the variance for the original Gaussian distribution
and then truncate it at three times its standard deviation.

For each setting below, we perform 50 runs and all results
shown represent the average. Since |Kg| = 2, in each run,
we randomly pick 2 UEs from the 30 UEs for each RBG.
Since we have 8 RBGs, there can be at most 16 active UEs at
the same time. Given that one UE can be served by multiple
RBGs, the number of active UEs may be lower than 16.

B. How to Set θ(g,i) and N

We first discuss how to choose N and θ(g,i) simultaneously
in ReDBeam since these two parameters are coupled together.
Intuitively, a larger N means more channel knowledge and
will likely lead to better performance (at the cost of higher
complexity). On the other hand, θ(g,i) represents the difference
between the true (but unknown) distribution and the N CSI
data samples. Therefore, θ(g,i) should be smaller when N
increases. However, if θ(g,i) is chosen too small, then the
probabilistic data rate guarantees for the UEs in a solution
may not hold. On the other hand, if θ(g,i) is chosen too
large, we will use more transmission powers at the BS than
necessary [27]. Therefore, choosing an overly small value is
more detrimental, so we can choose θ(g,i) to be relatively
large to be conservative (ensure the probabilistic performance
guarantee holds).

We propose to choose θ(g,i) based on fast heuristics for
each window before executing ReDBeam. For each window
and a UE i ∈ Kg , g ∈ G, we have N CSI data samples
ĥ(g,i)(n). Then we choose θ(g,i) based on a constant factor
and the estimated standard derivation from the N CSI data
samples, i.e.,

θ(g,i) =
ρ

N
·

√√√√ 1

N − 1

N∑
n=1

(
||ĥ(g,i)(n)−

∑N
n=1 ĥ(g,i)(n)

N
||22

)
(i ∈ Kg, g ∈ G) .

(16)
In (16), ρ is the constant factor we need to choose and

the square root term is the unbiased estimation of standard
derivation [41]. The use of ρ/N is because θ(g,i) is related to
the neighboring region of each CSI data sample. Once ρ is
given, θ(g,i) can be easily calculated based on the N CSI data
samples in the current window.

To find a proper ρ and N , we set ϵi = 0.1 for all i ∈ K and
simulate ReDBeam under both 0.25 ≤ ρ ≤ 3 and 24 ≤ N ≤

88. The actual violation probabilities and achieved objectives
w.r.t. ρ and N are shown in Fig. 7. As shown in Fig. 7(a), it is
sufficient to choose ρ ∈ [1.5, 2.5] in all cases of N . Then we
zoom into these ρ values and study the achieved objectives as
shown in Fig. 7(b). As shown in Fig. 7(b), the objective only
increases slightly w.r.t. ρ. Taking both Fig. 7(a) and Fig. 7(b)
into account, we conclude that it is prudent to choose N = 40
and ρ = 2 to calculate θ(g,i) in (16).

The above process shows how to set N and θ(g,i) for dif-
ferent network settings and they can be dynamically adjusted
during run-time through continuous tracking of the violation
probabilities at the UEs. As for time consumption, in each
window, before executing ReDBeam in Fig. 5, we will use
G|Kg| thread blocks to calculate these θ(g,i)’s in parallel and
then use these θ(g,i)’s in ReDBeam to derive a beamforming
solution. This step should be counted toward the overall time
consumption.

C. A Case Study

Now we evaluate ReDBeam and compare its performance
to other algorithms. We set M = 8, |Kg| = 2, L = 650,
N = 40, and ρ = 2 based on Section V-B. For comparison, we
consider two other benchmarks. The first one is D2BF [27],
which is the state-of-the-art solution, which solves each P2
through convex approximation and Semidefinite Programming
(SDP). The second one is Gaussian Approximation [14], which
assumes CSI follows a complex Gaussian distribution. Both
D2BF and Gaussian Approximation are CPU-based solutions.
We implement them with commercial solver MOSEK 9.2.38
using MATLAB R2017b on Intel Xeon E5-2687w v4.

Figure 8 shows the running time, actual threshold viola-
tion probabilities, and the achieved objectives for ReDBeam,
D2BF, and Gaussian Approximation. As shown in Fig. 8(a),
the time consumption of ReDBeam is under the 1 ms timing
requirement under all risk levels. Further, we see the running
time of ReDBeam is rather independent of ϵ because the
running time depends on the number of steps for each thread,
which is independent of ϵ. On the other hand, none of the
other two solutions (D2BF and Gaussian Approximation) can
meet the 1 ms timing requirement. Specifically, Gaussian
Approximation requires ∼ 102 ms while D2BF requires ∼ 104

ms.
Figure 8(b) shows the threshold violation probabilities of

ReDBeam are lower than the target risk level ϵ. D2BF has
a slightly better performance than ReDBeam since it is the
state-of-the-art solution to P2. Gaussian Approximation has
the lowest threshold violation probabilities due to its conser-
vativeness.

Figure 8(c) shows that the objective value achieved by
ReDBeam is very close to (slightly higher than) that of
D2BF, from 1.4% (when ϵ = 0.5) to 11% (when ϵ = 0.1).
This demonstrates the superb performance of ReDBeam. In
Figure 8(c), Gaussian Approximation offers the worst per-
formance (as it uses the most transmission power), which is
consistent with its conservativeness demonstrated in Fig. 8(b).
In general, the closer the actual violation probabilities to
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Fig. 8. Performance of ReDBeam.

the risk level ϵ (in Fig. 8(b)), the less power is needed (in
Fig. 8(c)).

We also conduct experiments with varying M and |Kg|
and found that our ReDBeam can meet the 1 ms real-time
requirement up to a network setting of M = 18, |Kg| = 4,
and G = 12 (i.e., serving up-to 48 UEs simultaneously), which
is sufficient for real-world scenarios. All other observations are
consistent with the above discussion.

VI. CONCLUSIONS

We investigated a novel data-driven MU-MIMO beamform-
ing approach that only uses limited CSI data samples. We
focused on the fundamental technical challenge facing this
approach—whether or not it could be done in real-time (i.e.,
1 ms for 5G). We presented ReDBeam, a real-time MU-MIMO
beamforming solution that offers performance guarantees (in
terms of probabilistic data rate requirements) and minimizes
power consumption. The key idea of ReDBeam is to employ
GPU’s massive parallel computing capability (both algorithm
design and GPU implementation) to solve the beamforming
problem on each RBG in parallel and combine them as the
final solution. For each RBG, ReDBeam first generates a
population of initial solutions from a promising subspace
derived from ZF precoding; then it employs local search to
ensure feasibility and improve objective value; and last, it finds
the one with the best objective value as the final solution. For
GPU implementation, we optimized threads allocations and
memory management to minimize the total time consumption.
Experiment results showed that ReDBeam can deliver an MU-
MIMO beamforming solution within 1 ms while minimizing
BS’s power consumption and meeting the UEs’ probabilistic
data rate requirements.
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